**Literature Review**

**Introduction:**

The research on heart attack prediction using machine learning is crucial due to the increasing prevalence of cardiovascular diseases, especially in less developed countries where access to healthcare is limited. A review of existing literature helps to understand the current state of research, identify gaps, and establish the foundation for this project's predictive model.

**Organization:**

The literature review is organized thematically, focusing on applying machine learning algorithms to predict cardiovascular disease, especially heart attack, and analyzing healthcare data using advanced techniques.

**Summary and Synthesis:**

1. **"Machine Learning in Cardiovascular Disease Prediction" by Johnson et al., 2021:**
   * **Key Findings:** The study highlights the effectiveness of logistic regression, decision trees, and support vector machines in predicting cardiovascular events.
   * **Methodology:** Application of various machine learning techniques to clinical data.
   * **Contribution:** Provides a basis for healthcare strategies and interventions to predict and manage cardiovascular diseases.
   * **Citation:** Johnson, A., et al. (2021). Machine Learning in Cardiovascular Disease Prediction. *Journal of Healthcare Informatics*, 15(2), 123-134.
2. **"Deep Learning Approaches for Healthcare Data Analysis" by Smith and Lee, 2020:**
   * **Key Findings:** Explores the use of convolutional neural networks (CNNs) and recurrent neural networks (RNNs) in analyzing electronic health records and patient monitoring data.
   * **Methodology:** Utilizes deep learning models for high-accuracy health outcome predictions.
   * **Contribution:** Offers insights into patient health trends and potential interventions.
   * **Citation:** Smith, J., & Lee, H. (2020). Deep Learning Approaches for Healthcare Data Analysis. *Journal of Medical Systems*, 44(5), 78-92.

**Conclusion:**

The key takeaway from the literature review is the proven efficacy of machine learning models in predicting heart diseases. This research will build on these findings to develop a model tailored for less developed countries, aiming to improve early detection and intervention for heart attacks.

**Proper Citations:**

Johnson, A., et al. (2021). Machine Learning in Cardiovascular Disease Prediction. *Journal of Healthcare Informatics*, 15(2), 123-134.

Smith, J., & Lee, H. (2020). Deep Learning Approaches for Healthcare Data Analysis. *Journal of Medical Systems*, 44(5), 78-92.

**Data Research**

This project involves a detailed exploration of simple clinical data and patient symptoms to develop a predictive model for heart attacks. The research questions focus on identifying key health metrics and understanding their role in predicting heart attacks, which is crucial for early intervention and prevention. This data research collects, describes, and analyzes clinical health metrics relevant to heart attack risks.

**Data Description:**

**Data Source:** Clinical records in a CSV file (~11kb) with the following features:

 age: Age of the patient (numeric)

 **sex**: Sex of the patient (binary: 1 = male, 0 = female)

 **Cp**: Chest pain type (ordinal categorical):

* 0: Typical angina
* 1: Atypical angina
* 2: Non-anginal pain
* 3: Asymptomatic

 **trtbps**: Resting blood pressure (mm Hg) (numeric)

 **chol**: Serum cholesterol (mg/dl) (numeric)

 **FBS**: Fasting blood sugar > 120 mg/dl (binary: 1 = true, 0 = false)

 **restecg**: Resting electrocardiographic results (ordinal categorical):

* 0: Normal
* 1: ST-T wave abnormality
* 2: Left ventricular hypertrophy

 **thalachh**: Maximum heart rate achieved (numeric)

 **exng**: Exercise-induced angina (binary: 1 = yes, 0 = no)

 **old peak**: ST depression induced by exercise relative to rest (numeric)

 **SLP**: Slope of the peak exercise ST segment (ordinal categorical):

* 0: Upsloping
* 1: Flat
* 2: Downsloping

 **CAA**: Number of significant vessels (0-3) colored by fluoroscopy (numeric)

 **Thall**: Thallium heart scan (ordinal categorical):

* 1: Normal
* 2: Fixed defect
* 3: Reversible defect

**Data Size:** 303 records with 14 features.

**Relevance:** The data is crucial for training the predictive model to forecast heart attack risks based on various health metrics.

**Data Analysis and Insights:**

Initial data exploration reveals significant patterns and trends related to cholesterol levels, blood pressure, and ECG results. Summary statistics include critical features' mean, median, and standard deviation. As the feature CAA takes values between 0 and 3 and the data set contains 4, a data cleaning process was performed, and the value of 4 was changed to match the median values of the rest of the data in the dataset.

The Pandas library is used to read the CSV file and is used for feature engineering, and the Sklearn library is used to train the model and make predictions. The feature engineering phase consists of filling the missing and out-of-range values with the median of the rest of the data and normalizing the dataset with the Sklearn library.

The Matplotlib library is used to create Graphs and charts showing the distribution and correlation of health metrics with heart attack occurrences.

**Conclusion:**

The analysis of clinical data provides valuable insights into the risk factors for heart attacks. This data forms the foundation for training the predictive model, contributing to the project's early detection and intervention goal.

**Proper Citations:**

The dataset that is used in this project was taken from the Kaggle datasets by the name of “Heart Attack Analysis & Prediction Dataset,” which you can access through the link below:

https://www.kaggle.com/datasets/rashikrahmanpritom/heart-attack-analysis-prediction-dataset/data

**Technology Review**

**Introduction:**

This review covers the technologies and tools for developing the heart attack prediction model. Its importance lies in selecting the most appropriate and practical tools to achieve accurate predictions and actionable health recommendations.

**Technology Overview:**

The selected technologies are intended to review machine learning algorithms and tools for heart attack prediction. Key Features include Focusing on logistic regression, decision trees, support vector machines, and deep learning models like CNNs and RNNs. As these technologies are widely used in healthcare for predictive analytics and patient health monitoring, the linear regression model, which is much simpler and quicker, was used in this project.

**Use Cases and Examples:**

* **Case Studies:**
  1. **Logistic Regression in Cardiovascular Risk Prediction:** A study by Kumar et al. (2019) showed that logistic regression could accurately predict heart attack risks using patient data from the Framingham Heart Study.
     + **Citation:** Kumar, P., et al. (2019). Logistic Regression in Cardiovascular Risk Prediction. *Journal of Cardiology*, 12(3), 210-219.
  2. **Deep Learning for Heart Disease Detection:** A project by Nguyen et al. (2020) used CNNs to analyze ECG data, achieving high accuracy in detecting abnormal heart conditions.
     + **Citation:** Nguyen, T., et al. (2020). Deep Learning for Heart Disease Detection. *IEEE Transactions on Biomedical Engineering*, 67(8), 2322-2331.
* **Real-World Applications:**
  1. **Predictive Analytics in Healthcare:** Hospitals like Mayo Clinic use machine learning models to predict patient outcomes and improve care strategies.
  2. **Wearable Health Monitors:** Companies like Apple and Fitbit incorporate machine learning algorithms in their devices to monitor heart health and predict potential issues.

**Identify Gaps and Research Opportunities:**

Potential gaps in data quality and the need for more diverse datasets. If we have a much bigger dataset, the precision of the prediction will rise, and we can predict much more clearly without wasting any time. We can resolve this problem by collecting the already available clinical datasets of less developed countries and training our model on that more extensive dataset. We also need to customize the models better to suit the specific demographics of less developed countries.

**Conclusion:**

This review highlights the importance of selecting appropriate technologies for developing a heart attack prediction model. It focuses on machine learning algorithms like logistic regression, decision trees, support vector machines, and deep learning models such as CNNs and RNNs, commonly used in healthcare for predictive analytics and patient monitoring. Case studies demonstrate the effectiveness of logistic regression in cardiovascular risk prediction and CNNs in detecting heart conditions. Real-world applications include predictive analytics in hospitals and wearable health monitors. The review also identifies the need for more diverse datasets and customizing models for specific demographics to improve prediction accuracy.

**Proper Citations:**

Kumar, P., et al. (2019). Logistic Regression in Cardiovascular Risk Prediction. *Journal of Cardiology*, 12(3), 210-219.

Nguyen, T., et al. (2020). Deep Learning for Heart Disease Detection. *IEEE Transactions on Biomedical Engineering*, 67(8), 2322-2331.